
DATA ,  DATA  E V E RY W H E R E



S O  YO U ’ V E  B U I LT  A  C O O L  W I D G E T,  A N D  I T  
P R OV I D E S  YO U  W I T H  L O T S  O F  DATA



W H AT  S H O U L D  YO U  D O  W I T H  T H AT  DATA?



• Already overwhelmed staff 
being given even more 

information to sift through

• “What does that even 
mean?”



• Guidance to not consider 
patient-generated / app 

data in care

• “What does that even 
mean?”



• Is it responsibly created?

• How will it be used? 

• “What does that even 
mean?”



H U H .  S O  W H AT  S H O U L D  YO U  D O  W I T H  I T ?



“G I V E  I T  T O  A  
C L I N I C I A N  T O  

I M P R OV E  C A R E ”











“ B U I L D  A N  A P P  
F O R  PAT I E N T S  

A N D  C L I N I C I A N S ”











A I !  DATA  
S C I E N C E !







G R E AT !  T H A N K S  F O R  T H E  P O I N T E R S .
( W H Y  I S  S H E  S T I L L  S TA N D I N G  T H E R E ? )



I       DATA

Data Scientist
Developer
Engineer

Owner
Requisition-er
Project Manager Affected Individuals

End Users
Responsible 
Development, 
Fairness, 
Accountability, 
Transparency, 
Explainability

How to get data; 
what’s going on in 
the data; how to fix 
the data; new 
models; etc.



DATA- M O D E L  
C O N S E Q U E N C E S



A L G O R I T H M  FA I R N E S S

Data Model Output

Biases exist in all data

e.g. sampling bias, 
institutional bias, etc.

Models are an 
abstraction. 

“Learn” to fit the data 
to a function.

Can exacerbate 
biases

Fairness is a measure 
of whether a model 
treats groups 
differently.



W H AT  I S  FA I R N E S S  I N  H E A LT H ?
Fairness 
Measure

Description PPI statements: Patient 
experience

Individual 
Fairness

Predictions for any pair of similar 
individuals are the same.

I want my doctor to treat me the 
same as all other patients, as if 
we were all sitting behind a 
screen.

Predictive 
Parity

Groups have equal probability of an 
individual with positive predictive value to 
belong to the positive class (TP/(TP+FP)).

I want to receive the same care as 
everyone else in a system that 
does not discriminate.

Predictive 
Equality

Groups have equal probability of an 
individual in the negative class to have a 
positive predictive value, a false alarm, 
(FP/(FP+TN)).

Equal 
Opportunity

Groups have equal probability of an 
individual in a positive class to have a 
negative predictive value (FN/(TP+FN)).

Treatment 
Equality

Groups have an equal ratio of false 
negatives and false positives (FN/FP).



A L L  DATA  L I E S





Jung, An, Kwak, Salminen, Jansen. (2018) “Assessing the Accuracy of Four 
Popular Face Recognition Tools for  Inferring Gender, Age, and Race.” AAAI. 



A L L  M O D E L S  A R E  A N  
A B S T R AC T I O N
( T H E R E F O R E ,  N O N E  
A R E  C O R R E C T )











DATA  – M O D E L  
C O N S E Q U E N C E S



Complex 
systems and 

humans

00

DATA  – M O D E L  -
H U M A N  
C O N S E Q U E N C E S

Chapman, Grylls, Ugwudike, Gammack, and 
Ayling. 2022. A Data-driven analysis of the 
interplay between Criminological theory and 
predictive policing algorithms. 2022 ACM FAccT. 
https://doi.org/10.1145/3531146.3533071 



H OW  D O E S  YO U R  W I D G E T  C R E AT E  DATA?  
W H AT  A R E  T H E  B I A S E S  I T  W I L L  C O N TA I N  

A N D  H OW  C O U L D  I T  S P I R A L ?  



P R OV E N A N C E



Wait! Why was the 
answer that?!?











P R OV E N A N C E * :  A  “ FA M I LY  T R E E ”

* aka Pedigree, Lineage



Developer: This data is tainted!

Organization: Who is using my data?

User: Do I “trust” this data?



Manager: How often did someone 
use this expensive subscription 

source?

Analyst: If you are interested in X, 
others were interested in Y and Z.With lots and lots of provenance, have the ability to see what 

resources are truly being used

Manager: What parts of my team 
need retraining? (i.e. less 

productive)

Collector: Is the data I have collected 
fit for my use?

Manager: Analyst Joe’s prior 
confidences are always correct



Wait! Why was 
the answer 

that?!?

V1 V2 V3 V4 V5

Chapman, Missier, Simonelli, and Torlone. 2020. Capturing and querying fine-
grained provenance of preprocessing pipelines in data science. Proc. VLDB. 

Pina, Chapman, de Oliveira, Mattosa. Deep Learning Provenance Data 
Integration: a Practical Approach. WWW Companion 2023

T R A N S PA R E N C Y



E X P L A N AT I O N S













Chapman, Lauro, Missier, and Torlone. 2022. DPDS: assisting data science 
with data provenance. Proc. VLDB. 



DATA  E XC H A N G E  
R E A S O N I N G



H E A LT H  A N D  
W E L L N E S S  DATA  

N E E D S  T O  B E  
H A N D L E D  C A R E F U L LY



I need that data. 
How do I protect 
it so it cannot be 
de-anonymized 
based on other 
data out there?

Jarwar, Chapman, Elliot, & Raji. (2021, Jul 21). 
Provenance, Anonymisation and Data Environments: A 
Unifying Construction.

Jarwar,  Chapman, Elliot, Blount, and Raji, Modelling Data 
Environments within Prov to Assist Decision Making for 
Anonymisation. Available at SSRN



M Y  DATA ;  M Y  WAY



Data shall be shared 
according to this 
process, for only 

these reasons



Konstantinidis et al. Personal Consent in Databases. In revision Sigmod 2021.; 
Konstantinidis et al. The Need for Machine-Processable Agreements in Health Data 
Management. J of Algorithmics 2020.



C O N C L U S I O N S











Q U E S T I O N S ?
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